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ABSTRACT

A key feature of augmented reality (AR) is the ability to display
virtual content that appears stationary as users move throughout the
physical world (‘world-locked rendering’). Imperfect world-locked
rendering gives rise to perceptual artifacts that can negatively impact
user experience. One example is random variation in the position
of virtual objects that are intended to be stationary (‘jitter’). The
human visual system is highly attuned to detect moving objects,
and moreover it can disambiguate between the retinal velocities that
arise from object motion and self-motion, respectively. In this study,
we investigated how the perceptibility of AR object jitter varies as a
function of user self-motion. Using a commercially available AR
HMD to display a 3D textured cube, we measured sensitivity to
added jitter versus a no-jitter reference using a two-interval forced
choice task. Three user motion conditions (stationary, head rotation,
and walking) and three object placement conditions (floating in free
space, on a desk, and against a wall) were tested in a full factorial
design. We hypothesized that (1) as users move their head and eyes
during self-motion, their sensitivity to jitter will decrease, due to
added retinal velocity; and (2) rendering virtual objects near physi-
cal surfaces will increase sensitivity to jitter, by providing proximal
veridical visual cues. Psychometric thresholds indicated that users
were significantly less sensitive to jitter during self-motion than
when they were stationary, consistent with hypothesis (1). Users
were also more sensitive to jitter in one of the two object placement
conditions, providing partial support for hypothesis (2). To general-
ize beyond distinct user motion and object placement conditions, we
also analyzed eye tracking data. The amount of retinal slip (i.e. how
much gaze drifted across the virtual object) predicted jitter thresholds
better than recorded head movements alone, suggesting a retinally-
driven decrease in jitter sensitivity during self-motion. These results
can be used to inform requirements for AR world-locked rendering
systems, as well as how these may be updated dynamically using
online measurement of user head and eye movements.

Keywords: Augmented reality, jitter, visual perception, world-
locked rendering.

1 INTRODUCTION

Virtual, mixed, and augmented reality (VR, MR, and AR, respec-
tively) have the potential to become foundational computing plat-
forms over the coming decades. AR and MR, in particular, promise
to blend digital content and the physical (“real”) world, embedding
information within a user’s natural environment. To enable this,
an essential technology is the ability to estimate and represent the
geometry of the physical world, and display virtual content that ap-
pears colocated with and stable relative to it. This process is known
as world-locking (WL) or world-locked rendering. It is a key feature
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that distinguishes true AR systems from other see-through displays,
such as heads-up displays (HUDs) and smartglasses.

Generating convincing WL content in an AR head-mounted dis-
play (HMD) requires a complex computational pipeline that begins
with input from cameras, depth sensors, and IMUs; followed by
several stages of processing, head pose estimation, and rendering;
and ultimately culminates in the precisely-timed illumination of
photons on the display. This is a technical challenge under any
circumstances, but is made even more difficult by the razor-thin size,
weight, power, and thermal budgets required to build compact AR
glasses that can be worn for long durations. In order to meet these
constraints, every component of the AR WL rendering system must
be highly optimized.

We propose using the study of human vision to inform this opti-
mization, by generating data about users’ fundamental perceptual
capabilities and limits, which can serve to bound the space of en-
gineering solutions. In this study, we manipulated the magnitude
of one WL rendering error, jitter (defined as high-frequency spa-
tiotemporal 3D position errors). We systematically added jitter to
the 3D position of WL objects in an AR HMD, and measured partici-
pants’ ability to detect the added jitter relative to a no-jitter reference
across different classes of user self-motion and configurations of
virtual content relative to physical surfaces. We also propose an
underlying visual mechanism (retinal slip) to explain some of the
observed variation in sensitivity, as well as generalize beyond the
distinct experimental conditions that were tested.

The results from this study provide foundational empirical data
about human sensitivity to the precision of AR WL rendering, as
well as how that sensitivity varies as a function of user self-motion
and virtual object placement. To our knowledge, this is the first
public report of perceptual data on AR WL jitter sensitivity col-
lected from freely-moving observers wearing 6 degrees of freedom
(6DoF) AR HMDs. We believe that these results can be used by AR
systems architects and experience designers to ground engineering
requirements for WL rendering, enabling compelling experiences in
consumer devices.

2 BACKGROUND

2.1 Motion sensitivity in the human visual system

The human visual system is highly attuned to detect motion [10].
Psychophysical experiments have demonstrated that observers can
detect motion from displacements as small as 10 arcseconds, equiv-
alent to 1/360º of visual angle [48, 59, 81, 92] and smaller than the
width of a single photoreceptor [68, 69]. This implies that motion
discrimination is not fundamentally limited by the spatial resolu-
tion of the retina, placing it within a class of perceptual capabilities
known as ‘hyperacuities’ along with Vernier acuity and stereoacu-
ity [40, 53, 91]. Small differences in relative velocity are also readily
perceived. In random dot stereograms, observers can discriminate
between differences in speed as small as 5% [16] and differences in
direction as small as 1º [88].

More than simply detecting motion, human vision is designed to
guide effective action in dynamic environments [28,33,54]. Consider
a hunter chasing down its prey [60], an outfielder running towards
a fly ball [21, 52], or a pedestrian walking over uneven terrain [51].



More directly, consider a user moving in an AR environment while
aiming towards a target with a controller or their gaze [19, 80, 90].

Dynamic tasks like these produce a constantly-changing pattern of
retinal stimulation known as optic flow [27, 41, 46]. A key challenge
for the visual system is to extract information by disambiguating
between optic flow caused by self-motion (e.g. radial flow due to
locomotion [45, 86], translational and rotational flow due to eye
movements [44, 85]) and the movements of external objects [84].
Dozens of mechanisms across all levels of visual cortex are dedicated
to solving this problem [55], and solutions include ‘parsing’ optic
flow into subcomponents [71, 84], extracting higher-order visual
information [47], and visual-vestibular integration [50, 64], among
others. A detailed summary of all of these mechanisms is outside
the scope of this paper, but several comprehensive review articles
have been written (e.g. [33, 43]).

Of particular relevance, the visual system is able to detect moving
objects during self-motion [87, 95] and throughout eye movements
[26]. Sensitivity to extrinsic motion is decreased during saccades at
low spatial frequencies, but there is little to no loss at high spatial
frequencies [9]. Human observers however do not perfectly detect
object motion. Our visual system has varying sensitivity to different
types of 3D motion [13, 95], as well as differences in sensitivity
across environmental conditions [84] or eye and head orientations
[57, 58]. Object motion can also influence scene perception [22].

In sum, the human visual system has evolved over millions of
years to be highly attuned to detect both object motion and self-
motion, and to disambiguate them in natural viewing contexts. This
sensitivity sets a high bar for the goal of presenting virtual objects
that appear stable relative to the physical world in AR/MR, a feature
known as world-locking rendering.

2.2 World-locked rendering in AR/VR

World-locked rendering refers to the capability to present virtual
content so that it appears colocated with and stable relative to the
physical world, as a user moves throughout it. In order to correctly
render WL objects, an AR or MR display system must build a map of
the physical world and continuously estimate the user’s 6DoF pose
(3DoF orientation, x/y/z + 3DoF orientation, yaw/pitch/roll) within it
using a global coordinate system. This is typically accomplished by
fusing data from cameras, depth sensors, and inertial measurement
units (IMUs) using a class of algorithms known as simultaneous
localization and mapping (SLAM) [18,34]. This is aided by forward
prediction to estimate the user’s future position at the time photons
will be emitted from the display, taking into account delays due to
rendering, frame buffering, display response time, and other sources
of latency [79, 94].

Errors can arise at any stage of the WL rendering pipeline. These
include tracking errors, approximations or heuristics to facilitate
real-time rendering of complex scenes, overshooting in forward
prediction, and so on. These errors result in perceptual artifacts for
users, which break the illusion of WL and can reduce immersion,
interfere with interactions, and cause visual discomfort [4, 49].

A canonical example of these errors is known as jitter. Jitter is a
general term in signal processing that refers to random fluctuations to
a signal over time [17], and by convention is limited to relatively high
frequencies. ITU-T G.810 classifies jitter as variations at frequencies
of 10 Hz and higher [35]. In the context of virtual and augmented
reality displays, jitter is used to describe at least two different and,
in principle, orthogonal artifacts. Positional or spatial jitter refers to
fluctuations in the 2D (x/y) or 3D (x/y/z) position of user interface
elements. Similarly, rotational jitter [5] refers to fluctuations in
orientation (typically in 3D, yaw/pitch/roll). Temporal jitter refers
to stochastic fluctuations in latency, the delay between movement
(e.g. of an input device, like a mouse; or an HMD) and updated
rendering.

In practice, positional and temporal jitter are often correlated,

because allowing for longer latencies can reduce both positional
and temporal jitter [63, 94]. But in principle, these two artifacts are
orthogonal and can be manipulated independently [63,79]. In this pa-
per, we will consider only positional jitter, and use it synonymously
with “jitter.” Nevertheless, temporal jitter is also an important ar-
tifact and warrants further investigation. Temporal jitter has been
demonstrated to have deleterious effects, including causing inter-
action difficulties [32] and contributing to simulator sickness [78].
However, because these effects arise from different mechanisms
(both perceptually and in the architecture of AR/VR systems) and
can be manipulated independently, we focus here on positional jitter.

2.3 Previous research on positional jitter in HCI and
AR/VR

The effects of positional jitter in 2D UI have been widely reported
[37,63]. In VR, positional jitter has been has been shown to decrease
user performance in 3D targeting tasks [4, 6], increase error rate
for gaze interaction modalities [19, 56], and decrease the sense of
presence when interacting with virtual agents [49].

By contrast, relatively little empirical data on human sensitivity to
positional jitter in WL AR is publicly available. This is due, at least
in part, to the relatively recent arrival of commercially-available,
widely-distributed 6DoF see-through AR systems. The Microsoft
HoloLens and Magic Leap One were released in 2016 and 2018,
respectively. Using the Microsoft HoloLens 2, Wilmott and col-
leagues [93] measured the perceptibility of jitter in WL AR objects,
across different luminance background levels, contrast ratios, and
object distances. They found that observers were highly sensitive
to jitter and could reliably detect this motion artifact at magnitudes
of ∼3 arcminutes in some conditions. They also showed that jitter
was more perceptible at greater viewing distances, and at higher
background (physical world) luminances. Guan and colleagues used
a custom-built display apparatus [30] to measure sensitivity to WL
rendering errors arising from incorrect interpupillary distance (IPD)
and departures from nominal eye relief [31]. Their display system
included a bite bar to stabilize head position, eye tracking, a wide
field-of-view stereoscopic display, and a method for calibrating and
then continuously estimating the position of the user’s head and eyes
in space, in order to render WL objects above physical references
with very high precision (<3 mm). They reported thresholds in the
range of 1 arcminute for disparity errors, and 3 arcminutes for visual
direction change.

While these studies [31, 93] provided some of the first published
data on sensitivity to WL rendering errors, they also constrained
observer movement in order to maintain experimental control. In
[93], observers wore a 6DoF AR HMD, but were instructed to
remain stationary, thereby limiting their self-motion only to small
fluctuations needed to maintain postural stability [36, 67]. The
display used in [31] constrained user self-motion to 1DoF yaw
rotation. We are not aware of published data that characterizes
human sensitivity to jitter in WL AR while users are able to move
freely in 6DoF, which we present here.

2.4 Motivation & Contributions
In this study, we investigate how jitter thresholds for objects in WL
AR vary under naturalistic and representative user motion conditions.
We measured sensitivity while users were stationary (similar to
[93]), shaking their heads left-to-right in 1D yaw rotation (similar
to [31]), and walking freely along a semicircular arc. These data
allow for comparison to previous results for 0DoF and 1DoF user
motion, as well as elucidating the more general case of 6DoF. In
addition to user motion, we also manipulated the proximity of WL
objects to different configurations of physical surfaces. We measured
sensitivity while virtual objects were floating in space (far from
physical surfaces), horizontally coincident with the surface of a
physical desk, and vertically coincident with a physical wall.



We had two chief hypotheses. First, we hypothesized that sensitiv-
ity to jitter would decrease during user motion, due to the added reti-
nal velocity that arises from imperfectly-stabilized fixation (known
as retinal slip). Second, we hypothesized that sensitivity to jit-
ter would increase when displaying virtual objects near physical
surfaces, due to the presence of proximal and veridical visual infor-
mation.

By quantifying human sensitivity to jitter for different user self-
motion and object placement conditions, we aim to better understand
the perceptual mechanisms that enable WL AR objects to appear
stable within the physical world. In turn, this understanding can be
used to derive requirements for and to optimize the performance of
WL rendering in AR systems. This is part of a broader movement to
use the study of visual perception to inform the design of AR/VR
displays [12], which are fundamentally coupled to and dependent
upon human vision.

3 METHODS

The current study quantified user perception of WL positional jitter
artifacts for AR objects. We employed a psychophysical staircase
procedure to measure the magnitude of added jitter needed to reli-
ably discriminate jittering from (rendered-to-be) stationary virtual
content. Participants viewed WL virtual objects on a commercially
available AR HMD. On each trial, a stationary and a jittering cube
were presented sequentially in random order and participants re-
ported which object appeared to jitter. The pattern of responses
across added jitter magnitudes was used to estimate each partic-
ipant’s detection threshold, our primary dependent variable. We
manipulated two independent variables (user self-motion, WL ob-
ject placement), with 3 levels per variable, in a full factorial design
(for a total of 9 conditions).

3.1 Participants
21 participants (13 identified as male; 8 female) began the exper-
iment, and 19 completed all conditions in the experiment. The
remaining 2 participants did not complete all 9 conditions because
they did not return for the second of two experimental sessions.
In addition, one response data file from one participant was miss-
ing. Taken together, these represent a loss of 4.7% (9 out of 189
conditions) of potential data.

Mean age across participants was 36.1 years (min: 27, max:
51). All participants had prior experience with AR/VR devices,
and reported normal or corrected-to-normal vision. Study design
and protocols were approved by the WCG IRB (WIRB-Copernicus
Group Institutional Review Board).

3.2 Apparatus
A Microsoft HoloLens 2 (Redmond, WA, USA) head-mounted dis-
play (HMD) was used to render and display WL AR content. The
HoloLens 2 is a self-contained AR system, with onboard compute,
power (battery), display, see-through optics, speakers, sensors, eye
tracking, and head tracking.

The experiment took place in a large room (7 m length, 4 m width)
with white walls. The background luminance of the physical world
was 60 nits, measured using a photometer (SpectraScan PR-788,
Photo Research, New Syracuse NY, USA).

3.3 Stimuli
Participants viewed a 3D virtual cube, generated by a custom
Unity (San Francisco, CA, USA) application and displayed on the
HoloLens 2. The cube’s size (20 cm side length) was chosen such
that it subtended ∼8° of visual angle when viewed at a distance
of 1.5 m. This enabled participants to make yaw head rotations
while keeping the cube within the fixed field of view (FOV) of the
HoloLens 2 (∼52° diagonal; 43º H x 29º V), which was validated
during pilot testing. Each face of the cube was textured with a 2D

grayscale 1/f Gaussian noise pattern (see Figure 1A) to approximate
the spatial frequency statistics found in real world scenes [20, 70].

The 3D position of the virtual cube in world coordinates was
computed and updated by the tracking and rendering systems of the
HoloLens 2. This position served as the ‘ground truth’ location of
the virtual cube. Errors and artifacts from the WL rendering system
of the HoloLens 2 itself include some magnitude of jitter, which
we term ‘baseline jitter’ (see Limitations, Section 7). To this, we
introduced ‘added jitter’ by perturbing the 3D position of the virtual
cube away from ground truth. At a rate of 15 Hz, the position of
the midpoint of the cube was selected randomly from a uniform
distribution in 3 dimensions about the ground truth position, forming
a sphere of possible positions (see Figure 1C). The rate of 15 Hz was
chosen as it is representative of typical SLAM camera capture rates
(e.g. [73,75], and is evenly divisible into the HoloLens 2 refresh rate
(60 Hz), reducing the likelihood of introducing temporal jitter [2] or
judder [14] motion artifacts. The cube’s final rendered position was
updated at a rate of 60 Hz using a spline interpolation between the
randomly-chosen points, in order to match the render and refresh
rate of the display.

The magnitude of added jitter that we manipulated throughout the
experiment was defined by the radius of the sphere described above.
The range of possible radii spanned [0, 0.3 cm], with the radius on
a given trial specified according to an adaptive staircase procedure
(see Section 3.7). The maximum magnitude of 0.3 cm was chosen
based on pilot testing such that it would be unambiguously perceived
as jittering by a typical observer.

3.4 Input & Output
User input and responses were recorded using a numberpad (Mi-
crosoft, Redmond, WA, USA) that was wirelessly paired to the
HoloLens 2 via Bluetooth. To initiate a trial, participants pressed the
‘Enter’ key on the numberpad. After each pair of stimulus intervals
was presented in a trial, participants indicated their response by
pressing the ‘1’ or ‘2’ key. Participants were able to consistently
maintain gaze on the target cube throughout each trial. After a few
trials, participants typically placed their thumbs on each of the two
response keys, and no longer needed to look down to select which
key to press. We validated post hoc that participants were fixating
on the cube for >90% of each trial in the stationary condition, using
eye tracking data.

Eye tracking data was collected using the eye tracking system of
the HoloLens 2 [82]. Before each session, an experimenter instructed
each participant to complete the eye tracking calibration procedure
built into the Windows operating system. We used the gaze direction
output from the HoloLens 2 (vector on the unit sphere, centered at
the cyclopean headset origin) and calculated the angular velocity at
each timestep throughout the trial. This provided an estimated gaze
position in world coordinates at a rate of 30 Hz.

Responses and eye tracking data were logged as .csv files on the
HoloLens 2, and later transferred to a PC for analysis in MATLAB
(MathWorks, Natick, MA, USA).

3.5 Experimental design
To manipulate the independent variable of participant self-motion,
participants were instructed to move in three specific ways: to remain
stationary (∼0DoF), shake their head “no” (1DoF yaw rotation), and
walk along a semicircular path (6DoF). For both the stationary and
shaking conditions, participants sat in an office chair, whose seat
surface was ∼45 cm above the floor. For the stationary condition,
participants were instructed to remain as still as possible. For the
shaking conditions, participants were instructed to rotate their heads
back and forth to the beat of a metronome that played at 1.33 Hz,
resulting in a nominal head rotation speed of 30°/s. This speed was
chosen to be representative of typical speeds observed during VOR
in natural viewing. For the walking condition, participants were
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Figure 1: Stimulus and experimental design. (A) Example photograph of a participant’s point-of-view photo during the experiment, showing
both the physical world and the rendered virtual cube. The cube is textured with a 1/f 2D noise pattern on all sides (0.2 m side length). In this
photograph, the cube is aligned horizontally with the surface of a physical desk, at a distance of 1 m from the wall of the physical room. (B)
Array of stimulus conditions. There are 3 levels of the user motion factor: stationary, shaking one’s head back and forth (yaw rotation), and
walking along a semicircular path. There are 3 levels of the object placement factor: floating in space, aligned horizontally with the surface of a
physical desk, and aligned horizontally with the surface of a physical wall. (C) Added jitter magnitude is defined by the radius of a 3D sphere,
centered about the ground truth position of the cube, containing possible perturbed positions. A random point from a uniform distribution
within the sphere is chosen at a rate of 15 Hz, and the cube’s final rendered position is updated at a rate of 60 Hz using a spline interpolation
between the randomly-chosen points.

instructed to walk along a marked path and coordinate each step to
the beat of a metronome that played at 1 Hz, resulting in a nominal
translational walking speed of 0.4 m/s. This speed was chosen
to be slightly slower than natural walking speed, because it has
been shown that performance on cognitive tasks decreases at faster
walking speed [62]. In other words, we chose a relatively slow speed
in order to potentially maximize participants’ sensitivity to detecting
jitter. The marked path that participants walked was semicircular
with a 1.5 m radius, in order to keep the distance between the
participant and the virtual cube (approximately) consistent.

To manipulate the independent variable of AR object placement,
the virtual cube was placed into one of three different configurations:
floating in free space, horizontally aligned on the surface of a desk,
and vertically aligned against a wall. Participants were instructed
to fixate on the virtual cube throughout each trial. Before each
object placement block (see Section 3.5), an experimenter placed
the virtual cube at the desired location in world coordinates using
a custom Unity application which provided the ability to manually
adjust the cube’s position. In all conditions, the cube was placed 0.9
m above the floor and 1.5 m away from the participant (measured
by distance along the floor). These values were chosen based on
pilot testing to maximize participants’ ability to fixate on the virtual
cube throughout all 3 user motion conditions. In the float and desk
conditions, the cube was placed a distance of 1 m away from the
wall. For the wall condition, the cube was placed so that the farthest
face was vertically aligned with the surface of the wall. For the
desk condition, the cube was placed so that the bottom face was
horizontally aligned with the surface of a physical desk. The physical
desk was not present for the float or wall conditions.

The experiment was a full factorial design, with 2 factors (user
motion and object placement), and 3 levels of each factor (for user
motion: stationary, shaking, walking; for object placement: float,
desk, wall), for a total of 9 conditions. Factors are illustrated in
Figure 1B. The experiment was a blocked design with respect to
user motion, with each participant completing all stationary condi-
tions, followed by all shaking conditions, followed by all walking
conditions. Within each user motion block, the 3 object placement
conditions were randomized and counterbalanced. This blocked
design also allowed participants to practice and standardize their
behavior in each self-motion condition, reducing uncontrolled vari-
ability. However, this design does introduce the possibility of order
effects across user motion conditions (see Section 5.1).

3.6 Protocol
Each session began with 5 practice trials at a very high jitter magni-
tude (1 cm) in order to demonstrate jitter artifacts to each participant.
The intent of these practice trials was to ensure that participants
were responding based on their perception of jitter, rather than other
artifacts (such as chromatic aberrations, rainbows, etc.) that were
not manipulated or controlled. Participants responded correctly on
the majority (91%) of practice trials; incorrect responses can likely
be attributed to common causes such as accidental keypresses, at-
tentional lapses, and misapprehension or miscommunication of task
instructions.

A two-interval forced choice (2IFC) psychophysical task was
used to measure the magnitude of added jitter at which an observer
could reliably distinguish between a virtual cube rendered to be
stationary, and one with added positional jitter. During each trial of
the experiment, participants were presented with two 1.0 s intervals,
with a 0.5 s interstimulus interval. During one randomly selected in-
terval, jitter was added to the cube’s position. Participants indicated
the interval in which they perceived added jitter by pressing a key
on the Bluetooth keyboard.

3.7 Psychophysical parameters
The magnitude of added jitter on each trial varied using an adap-
tive staircase method. Staircase parameters were chosen based on
best practice recommendations from Garcia-Perez and colleagues
[24, 25], and refined by pilot testing. For each of the 9 conditions
in the experiment, we used two interleaved staircases to estimate
the threshold at which participants could reliably detect added jit-
ter. One staircase started at a high jitter magnitude (0.3 cm), and
one started at a lower jitter magnitude (0.1 cm). Each staircase
began with a preliminary phase that used a 1-down, 1-up rule (step
size = 0.1 cm for the high staircase, 0.01 cm for the low staircase),
whereby one correct response would decrease jitter magnitude on
the following trial, and one incorrect response would increase jit-
ter magnitude. After the first trial in which participants made an
incorrect response, a 3-down 1-up rule was used, whereby jitter
magnitude was decreased after 3 successive correct responses, and
was increased after 1 incorrect response. This rule converges toward
an estimate of the 80% detection threshold [38]. While using the
3-down, 1-up rule, jitter magnitude was increased by 0.05 cm for
the high staircase (0.0375 cm cm for the low), and decreased by
0.0375 cm for both staircases. Unequal step sizes have been shown
to sample the psychometric function more efficiently than equal
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Figure 2: Estimating detection thresholds for added jitter. (A) Example psychophysical staircase from one participant during the shaking-desk
condition. The high staircase (whose initial jitter magnitude is well above the expected threshold) is shown in light gray, and the low staircase
(whose initial jitter magnitude is near or below the expected threshold) is shown in dark gray. (B) Example response data collected using the
staircase procedure. Data is grouped by jitter magnitude. Larger circles indicate that more trials were completed for a given magnitude. The
best-fit psychometric curve (for details, see Section 3.7) is shown in black. The gray vertical line indicates the estimated threshold for 80%
correct performance.

ones [24]. Each staircase proceeded until one of two criteria were
met: a maximum number of trials (60 per staircase), or a maximum
of 8 reversals (a change from correct to incorrect responses, or vice
versa), whichever came first. A sample staircase is shown in Figure
2A.

Advanced adaptive psychophysical methods, such as QUEST
[89] and AEPsych [61], are able to more efficiently sample the
stimulus space than the more conventional up-down rules used in this
study. One difficulty in applying these methods is that they require
additional real-time computation (to generate the stimulus magnitude
to present on each trial, based on the pattern of past responses),
which poses a challenge for the limited processing and thermal
capacities of some current HMD technology. Future experiments
could explore using these methods in order to generate more robust
data, with fewer trials.

4 ANALYSIS

Before beginning data analysis, jitter magnitudes were converted
from metric units (meters) to angular units. Visual angle is the angle
that an object subtends at an observer’s eye, which also corresponds
to its size on the retinal image, typically expressed in arcminutes
(1/60°). It is expressed by V = 2 arctan (S/2D), where S is the
object’s size, and D is the distance between the object and the
observer – in this case, between the virtual cube and the participant.
We recorded this distance D continuously throughout the experiment,
and computed the mean distance over each trial to serve as the
denominator in the equation above when converting jitter amplitude
from centimeters to arcminutes.

We fit a psychometric curve for each staircase on each trial, using
psignifit [74], a publicly available MATLAB package. This software
computes the best fit psychometric curve (Weibull function) given a
set of psychophysical data using Bayesian inference to estimate the
parameters in a beta-binomial model. A sample psychometric curve
fit to a set of response data is shown in Figure 2B.

For a small number of staircases, this approach yielded a poor
fit due to inadequate sampling of the stimulus space during one
or both staircases. The staircase parameters (such as initial jitter
magnitude, step size, up-down rule, etc.) were chosen based on best
practices to efficiently target an 80% threshold (see Section 3.7 for
details), but certain patterns of responses could result in inadequate
sampling of the stimulus space. In particular, incorrect or highly
variable responses at the beginning of a staircase could result in a
poorly-fit psychometric function. For example, if a participant made
an incorrect response on an early trial followed by mostly correct
responses, the high and low staircases would descend or ascend too

slowly, respectively, which did not allow them to converge towards
the true threshold. We determined a psychometric curve to be poorly-
fit if either or both of these criteria were met: (1) jitter magnitudes in
the high staircase did not intersect with the low staircase (indicating
that these staircases did not adequately sample jitter magnitudes
near the participant’s threshold), and (2) the estimated threshold was
above most (>80%) of the tested jitter magnitudes (indicating that
these staircases oversampled lower jitter magnitudes, which were far
below the participant’s threshold). Using these criteria, we removed
a total of 20 sessions from across 12 participants (representing 11%
of the 180 sessions that were analyzed). We also removed one
participant’s data entirely, because their estimated thresholds in 5
of the 9 conditions were more than 8 standard deviations above the
mean, suggesting that they were unable to perform the task correctly.

In order to measure the effects of user motion and object place-
ment on detection thresholds for added jitter, we used a linear mixed-
effects regression model [65]. Mixed-effects regression is preferred
for repeated measures experimental designs because it employs a
model structure with parameters that control for variance within
each participant’s responses (random effects) while testing for the
effects of independent variables across participants (fixed effects
parameters). We included fixed effects parameters corresponding to
planned contrasts comparing each level of our independent variables;
namely, there were fixed effect parameters for the different user mo-
tion (stationary, shaking, walking) and object placement (float, desk,
wall) conditions. For user motion, the two movement conditions
(shake, walk) were compared to the stationary condition. For object
placement, the desk and wall conditions were compared to the float
condition. To control for individual differences in sensitivity across
participants, we included a random effect variable. The complete
model is specified as follows:

Threshold = β intercept +β shaking vs. stationary +β desk vs. float

+β wall vs. float +β Participant (random effect)

In a subsequent analysis, we analyzed eye tracking data to generalize
beyond the discrete user motion conditions defined in the experiment.
We calculated a proxy of retinal slip, a term used to describe motion
on the retina caused by differences between eye velocity and target
velocity during saccadic and smooth pursuit eye movements [15].
Given a known jitter magnitude (target velocity), higher or lower eye
movement velocities should result in more or less retinal slip, respec-
tively. We hypothesized that this would result in higher thresholds
(lower sensitivity) at higher eye movement velocities. We used the
change in gaze direction over time (measured in °/s) as an estimate
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Figure 3: Summarizing the effects of user motion and object place-
ment on jitter thresholds. Mean jitter thresholds across participants
for each condition in the experiment; error bars represent standard
deviation of the mean. Individual participants shown as dots (color-
coded for user motion levels; shaded for object placement levels).

Parameter Estimate (SE) t value [DoF] p value

intercept 0.89 (0.090) 9.87 [94] <0.001*
shaking vs. stationary 0.47 (0.099) 4.74 [38] <0.001*
walking vs. stationary 0.78 (0.098) 7.95 [38] <0.001*

desk vs. float -0.10 (0.068) -1.49 [94] 0.14
wall vs. float -0.20 (0.066) -3.01 [94] 0.003*

Table 1: Results of linear-mixed effects regression analysis.

of eye movement velocity. For each trial in the experiment, we used
the gaze vector output from the HMD to calculate mean gaze speed
(°/s) over each trial. We took the mean of these time series data
across all trials for each condition, and took the grand mean across
each condition as a measure of retinal slip for that condition.

5 RESULTS

5.1 Jitter thresholds are higher (sensitivity is lower) dur-
ing user motion

For each condition in the experiment, we estimated each participant’s
threshold for jitter magnitude using the psychometric curve-fitting
approach described in Section 4. The means across participants for
each combination of user motion (stationary, shaking, walking), and
object placement (float, desk, wall) factors are shown in Figure 3.
Across all conditions in the experiment, mean detection thresholds
for added jitter were in the range of 0.5 to 2.0 arcminutes.

To quantify the effects of user motion and object placement con-
ditions on jitter thresholds, we fit a linear mixed-effects model as
described in Section 3. Parameter estimates and p-values for the full
model are reported in Table 1. Jitter thresholds were significantly
higher (p<0.001) for the shaking (1.27 ± 0.11 arcmin; M ± SE) and
walking (1.56 ± 0.09 arcmin) motion conditions compared to the
stationary condition (0.79 ± 0.10 arcmin). Relative to the floating
object placement condition (1.29 ± 0.11 arcmin), jitter thresholds
were significantly lower (p<0.01) for the wall placement condition
(1.11 ± 0.12 arcmin). They were also lower for the desk placement
condition, but this difference was not significant (p>0.05).

5.2 Eye movements predict threshold increases
To generalize beyond the discrete user motion conditions defined
in the experiment, we analyzed eye tracking data (as described in

Section 4). Figure 4 shows the mean gaze speed as a function of the
estimated threshold for each session. Across the three user motion
conditions, there was an overall increase in gaze speeds (stationary
> shaking > walking). There was also more variability in mean
gaze speed for the walking condition (which ranged from ∼6-15°/s)
compared to the shaking and float conditions (which ranged from
∼0-2 and 2-6°/s, respectively).

We quantified the relationship between eye movements and jit-
ter detection thresholds by applying a linear model and computing
Spearmans’ correlation coefficient (ρ). There was a significant cor-
relation (ρ = 0.6, p = 1.35e-15), indicating that jitter thresholds scale
with gaze speed. The correlation coefficients for similar analyses
applied to head rotation speed (ρ = .44, p=6.8e-09) and translational
speed (ρ = .53, p=6.8e-13) were also significant, but lower than for
gaze speed. These results suggest that the amount of retinal slip
(as estimated using gaze speed) can predict jitter thresholds better
than measured head movements or translational movements alone,
suggesting a gaze-driven decrease in object motion sensitivity during
self-motion.
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Figure 4: Retinal slip predicts jitter detection thresholds. Each data
point represents a single session from one participant. Session type
is indicated by color (for user motion levels) and shading (for object
placement levels). The black line indicates the regression fit and
the dotted black lines show the 95% confidence interval. There is
a significant correlation between retinal slip (as measured by mean
gaze speed in °/s) and jitter detection thresholds (ρ = 0.6, p<0.05).

6 DISCUSSION

6.1 Jitter as a function of user self-motion and WL object
placement

This study measured participants’ ability to detect spatiotemporal
noise (positional jitter) that was added to the 3D position of WL ob-
jects in AR, across experimental conditions specifying categories of
user self-motion (stationary, shaking, walking) and the arrangement
of virtual objects relative to surfaces in the physical world (floating,
horizontally aligned with the surface of a desk, and vertically aligned
against a wall).

We observed that jitter detection thresholds were roughly twice
as high during the two user motion conditions (shaking and walking)
compared to when participants were stationary. We hypothesize that
the decrease in sensitivity when users are in motion may be due to
imperfect retinal stabilization (retinal slip) of the target object, which
we discuss in detail in the following section. Alternatively, we cannot
rule out the possibility that the baseline jitter of the HoloLens 2 also
varied across user motion conditions (and therefore contributed to
decreased sensitivity), which we discuss along with other limitations
in Section 7.

It is worth noting that the differences we observed between the
user motion and stationary conditions runs in the opposite direction



than what would be expected based on perceptual learning due
to order effects. Each participant saw all stationary, followed by
all shaking, followed by all walking conditions. If participants
became more sensitive over the course of the experiment, sensitivity
– the opposite of what we observed. Future experiments could test
for order effects directly using a fully counterbalanced design, as
opposed a blocked design.

For the three object placement conditions (float, desk, wall), we
hypothesized that viewing virtual objects in close proximity to stable
references in the physical world (e.g. on a desk or against a wall)
would provide more proximal veridical 3D cues that the visual
system could use to compare with the motion of a jittering object. We
found mixed results that provide partial support for this hypothesis.
Jitter thresholds were lower (sensitivity was higher) for the wall
placement condition compared to floating objects. The difference
between the desk and float conditions trended in the same direction,
but it was not statistically significant.

Some of the failure to observe a significant effect in the desk
placement condition may be attributable to our choice of stimulus
parameters, which in turn affected the presence and salience of 3D
cues to object location. We did not render UI elements such as cast
shadows (of the virtual cube on the physical surface of the desk),
which may have enhanced the degree to which the physical world
surfaces provided visual information that could facilitate detecting
the (in)stability of virtual content.

Another explanation for the failure to observe a consistent effect
for the object placement manipulation arises from variation in view-
ing angles across participants and object placement levels. Certain
viewing angles are especially informative for judging the arrange-
ment of 3D objects – so-called canonical views [7]. For example, to
judge whether an object is coincident with the surface of a desk or
slightly above it, the optimal viewing angle would arise when the
point of observation is located at the same height, and parallel to,
the surface of the desk. This reduces the task of judging the distance
between the bottom of the object and the surface of the desk to one
dimension (height). Other viewing angles, such as looking down on
the object and desk from above, require a more complex visual trans-
formation and resulting perceptual judgment [76]. For this reason,
we expected thresholds to be lower in the stationary-desk condition
compared to the stationary-wall condition. In our experiment, how-
ever, the virtual cube and desk were both placed 0.9 m above the
ground, which was always below eye level for participants sitting in
the chair used in those conditions. Participants also varied in height,
resulting in differences in their viewing angle across object place-
ment conditions. For example, due to their stature, taller participants
had a steeper viewing angle in the desk condition, which may have
made them less sensitive to positional errors coincident with the
surface of the desk. These changes in the visual information that is
available to observers in the different object placement conditions
are difficult to fully eliminate in 6DoF motion, an example of the
design tradeoffs between experimental control and naturalistic or
ecological freedom of movement.

6.2 Jitter as a function of eye movements

We also found that jitter thresholds were significantly correlated with
a measure of eye movement velocity (mean gaze speed); higher mean
gaze speeds were associated with higher thresholds (and equivalently,
lower sensitivity). These results indicate that participants were less
sensitive to the motion caused by added jitter when they were moving
than when they were stationary. We hypothesize that this is due to
the additional retinal motion that arises during self-motion, and in
particular retinal slip (retinal motion caused by differences between
eye velocity and target velocity), which makes it more difficult for
the visual system to isolate and detect the motion that arises from
jitter in the AR object’s 3D position.

Interestingly, this decrease in sensitivity to jitter during self-

motion occurs despite mechanisms within the human visual sys-
tem that are designed to stabilize the retinal image during self-
motion [39, 51].These mechanisms are especially potent during self-
motion similar to the shaking condition in our experiment, where
the vestibular-ocular reflex (VOR) helps stabilize the eyes to main-
tain fixation on a target object as the head rotates, which induces
radial optic flow on the retina [42, 44]. During pure head yaw ro-
tation, the human visual system is able to accurately compensate
for head rotation by counterrotating the eyes (rotational VOR), and
can maintain stable fixation quite well [1, 11]. Because of the nature
of the task and the AR HMD used to present stimuli in our study,
we observed additional sources of eye movement velocities that
might be attributable to conditions of the experiment, suggesting
that participants were not performing a pure rotational VOR to fix-
ate a single fixed point throughout the entire trial. In the shaking
condition, participants were asked to fixate on the virtual cube while
moving their heads back and forth to the beat of a metronome. Due
to the limited FOV of the AR HMD, the edge of the virtual cube
would approach the boundary of the display FOV after ∼20° of head
rotation in either direction. Participants were instructed to change
direction when this occurred to keep the virtual cube visible (within
the display FOV of the HMD) throughout each trial. Examining
eye tracking trajectories, we find that participants shifted their gaze
across the cube at specific points during the head rotational move-
ment, to fixate on the edge of the cube nearest to the boundary of
the FOV (when rotating the head left, on the left edge of the cube,
and vice versa). Due to this constant scanning across the cube, we
observed higher gaze speeds for the shaking condition compared to
stationary. These gaze speeds were also higher than what we would
expect if participants had been able to perfectly fixate a single point
on the cube’s surface (which should yield mean gaze speeds near
zero). This indicates that, in addition to the stabilization of the reti-
nal image afforded by VOR, participants made additional saccadic
eye movements due to task and hardware constraints unique to our
experiment. Future experiments could isolate VOR more narrowly
by instructing participants to fixate at a single point, providing a fix-
ation target on the surface of the object, using a display with a wider
FOV and/or using a smaller virtual object (so that it remains within
the FOV across larger head rotations). These experimental changes
would allow for a more precise investigation into whether retinal
slip can explain changes in jitter perceptibility, because retinal slip
should be low during a well-conducted rotational VOR, without the
additional retinal motion due to the saccadic eye movements that we
observed across the surface of the cube.

Eye movement velocity changes the most during the walking
condition, when the eyes have to compensate for not only rotational
VOR but also due to translation of the head and eyes through space
(translational VOR). In our experiment, as participants walked along
a semicircular path, their eyes needed to make both more and larger
saccades in order to maintain fixation on the cube to perform the de-
tection task, while simultaneously collecting the visual information
needed to plan their walking path and guide movement [51]. Thus,
we expected mean gaze speeds to be highest and most variable in
the walking condition, and by extension, for there to be the most
retinal slip in this condition. This was for at least two reasons. First,
because translational VOR is generally less accurate than rotational
VOR [29, 66], so we expected more retinal slip and therefore larger
mean gaze speeds. Second, because participants needed to make
more, and larger, saccadic eye movements while walking (both to
maintain fixation on the virtual object, and to plan and guide loco-
motor behavior during walking), this would further increase mean
gaze speeds. As opposed to the shaking condition in our experiment,
where much of the increase in gaze speed we observed can be at-
tributed to idiosyncrasies of the experimental stimuli and apparatus
rather than imprecision during rotational VOR, the increased gaze
speed we observed in the walking condition in our experiment is



likely to generalize to all translational locomotor behavior, regard-
less of the specific stimuli or display. Generally speaking, we would
expect more retinal slip (and therefore gaze speed to be higher) dur-
ing user self-motion that is primarily translational (like walking) as
opposed to primarily rotational (like head-shaking).

6.3 Comparison to other results
The absolute measurement of the jitter detection thresholds we ob-
served were lower than those found in a previous study [93] that
measured jitter perceptibility using similar stimuli and the HoloLens
2 HMD, and which examined the effects of different viewing dis-
tances and background luminances. This suggests that properties of
the stimuli used in the current experiment may have made it some-
what easier for participants to detect jitter. Specifically, we suspect
that differences in retinal extent (using a larger object, which resulted
in a larger visual angle) and surface texture (using a 1/f noise pattern,
rather than a uniform color) made it easier for the visual system to
detect motion in the WL AR object used here. These could have led
participants to make fewer and/or smaller eye movements (resulting
in less retinal slip, which we observed leads to lower thresholds), as
well as providing motion cues at higher spatial frequencies, which
have been shown to improve motion detection [8].

7 LIMITATIONS

There are several factors that limit the generalizability of our results,
and which could be improved in future work. Many of these arise
because of limitations in the capabilities and precision of current
6DoF AR HMDs, which we suspect at least partially explains the
dearth of perceptual data on sensitivity to AR WL rendering errors.

A key limitation arises because we defined jitter based on noise
added to the estimated 3D position of the virtual cube, generated
by the HMD and exposed to the 3D rendering engine, rather than
perturbing the object’s true 3D position in world coordinates. We
manipulated added jitter as an independent variable, but what users
see and are sensitive to is the combined positional jitter that is
the sum of baseline jitter in the HMD (which affects its estimate
of the object’s position in world coordinates) plus the added jitter
that is applied in software. While there have been investigations
to quantify the spatiotemporal accuracy of the tracking systems of
AR HMDs [83], it has also been observed that tracking accuracy
in smartphone-based AR varies depending on user motion [72].
This suggests that baseline jitter for 6DoF HMDs may be different
across different types and magnitudes of user motion. For example,
which movement pattern results in higher baseline jitter: faster but
regular head rotations (shaking condition) or slower translational
movements (walking condition)? Careful measurement of baseline
jitter would allow us to better distinguish between whether changes
in observed threshold are due to changes in baseline jitter, or to the
independent variable of added jitter. Further work that manipulates
eye movements within motion conditions would help to further
disambiguate the effects, but require even more precise baseline
measurements (not only characterizing the 6DoF position of the
HMD, but also of the user’s eye relative to the display). Future work
should seek to measure baseline jitter to the extent possible, using
methods such as those proposed by [77].

A related limitation owing to the current state-of-the-art in AR
HMDs involves the eye tracking data used in our analysis of retinal
slip. The frequency (30 Hz) of estimated gaze position is too low
to detect saccades (which may be as high as 700º/sec [3, 23]). This
limitation essentially acts as a low-pass filter when computing gaze
speed. Thus, mean gaze speeds may have systematically underesti-
mated eye movement velocities for conditions where we expect more
or larger saccades (i.e. shaking, walking), thereby causing a bias
towards lower mean gaze speeds. Future work could address this
limitation and refine the data collected here by using an independent
eye tracker, and in particular one that may not be suitable for a con-

sumer product (e.g. because it is heavy, physiologically invasive, or
requires extensive calibration). Nevertheless, this low-pass filtered
eye tracking data we analyzed here is indicative of the kind of output
that will likely be generated in consumer devices, so this measure
is still useful as a way of experimenting with dynamic variations
in WL requirements that could potentially be implemented in AR
devices.

A third limitation arises because we simulated jitter artifacts by
manipulating the 3D position of the cube, without directly manipu-
lating its 3D orientation. WL AR systems use 6DoF tracking, which
specifies the pose of the HMD using 3DoF position (x/y/z) and 3DoF
rotation (yaw/pitch/roll). Errors can arise both in the estimates of
position (typically generated by computations on images captured
by SLAM cameras, at low frequency) and orientation (typically pro-
vided by IMUs, at high frequency). Here we manipulated positional
jitter, and did not manipulate rotational jitter, which has been shown
to have additional negative consequences for AR interactions [5, 6].

Finally, there are valid concerns about whether our results will
generalize beyond the specific stimulus parameters that were tested.
For example, while we designed our stimuli to reflect the most
common sources of error in 6DoF tracking, and chose parameter
values (e.g. in the frequency of added jitter) that represent current
tracking architectures and performance, one could ask whether and
how the results would differ for other stimulus parameters (e.g. at a
different frequency). There is a danger of a combinatorial explosion
in the number of experimental conditions that would be required
to fully investigate such a multidimensional space. There are two
potential solutions to this problem. One approach would be to
use adaptive psychophysical methods, such as QUEST [89] and
AEPsych [61], to more efficiently sample multidimensional spaces
of stimulus parameters. A second approach is to develop models
that generalize beyond specific experimental conditions by positing
an underlying mechanism, as we attempted to do here using retinal
slip. Both are recommended for future work.

8 CONCLUSION

World-locked rendering is a core capability of augmented reality
displays. But it is a challenging technical problem, requiring an
array of sensors and demanding computations to solve it in real-time.
These solutions must be implemented within the narrow budgets of
size, weight, and power needed to build practical consumer devices
in compact form factors. To that end, understanding human sensi-
tivity to WL rendering errors, such as jitter, can help AR system
architects design and optimize WL rendering pipelines.

In this study, we have presented quantitative data on human per-
ceptual sensitivity to jitter in a 6DoF AR HMD. Importantly, we
provide data collected during naturalistic locomotion (walking), as
well as during more constrained self-motion (stationary, ∼0DoF;
yaw rotation, 1DoF), which allows for comparison to previously
published results. We found that participants were approximately
twice as sensitive when they were moving (shaking their heads or
walking) compared to when they were stationary. We also varied
the placement of virtual objects relative to physical surfaces, and
found that participants were significantly more sensitive when vir-
tual objects were vertically aligned against the surface of a wall
compared to when they were floating. Finally, we proposed a visual
mechanism (retinal slip) that correlates reasonably well with sensi-
tivity, generalizes beyond distinct user motion conditions, and could
potentially be estimated in real-time using eye tracking.

In addition to direct applications of the data presented here, we
hope to demonstrate the utility of applying the methods of experi-
mental perception science to inform the design of AR/VR systems.
By quantifying fundamental human capacities and limits, we can
build devices that are tightly coupled to and highly optimized for the
visual systems of end users.
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